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1) Introduction and Previous Work

Accurate prediction of jet fan and exhaust plume flow and noise generation mid

propagation is very important in developing advanced aircraft engines that will pass

current and future noise regulations. In jet fan flows as well as exhaust plumes, two

major sources of noise are present: large-scale, coherent instabilities and small-scale

turbulent eddies. In previous work for the NASA Glerm Research Center, three

strategies have been explored in an effort to computationally predict the noise radiation

from supersonic jet exhaust plumes. In order from the least expensive computationally to

the most expensive computationally, these are:

1) Linearized Euler equations (LEE).

2) Very Large Eddy Simulations (VLES)

3) Large Eddy Simulations (LES)

The first method solves the linearized Euler equations (LEE). These equations

are obtained by linearizing about a given mean flow and the neglecting viscous effects.

In this way, the noise from large-scale instabilities can be found for a given mean flow.

The linearized Euler equations are computationally inexpensive, and have produced good

noise results for supersonic jets where the large-scale instability noise dominates (e.g.,

Refs. 1-5), as well as for the tone noise from a jet engine blade row (e.g., Refs. 6-7).

However, these linear equations do not predict the absolute lnagnitude of the noise;

instead, only the relative magnitude is predicted. Also, the predicted disturbances do not

modify the mean flow, removing a physical mechanism by which the amplitude of the

disturbance may be controlled. Recent research for isolated airfoils _ indicates that this

may not affect the solution greatly at low frequencies.
The second method addresses some of the concerus raised by the LEE method.

In tiffs approach, called Very Large Eddy Simulation (VLES), the unsteady Reynolds

averaged Navier-Stokes equations are solved directly using a high-accuracy

computational aeroacoustics numerical scheme. With the addition of a two-equation
turbulence model and the use of a relatively coarse grid, the numerical solution is

effectively filtered into a directly calculated lneml flow with the small-scale turbulence

being modeled, and an unsteady large-scale component that is also being directly

calculated. In this way, the unsteady disturbances are calculated in a nonlinear way, with
a direct effect on the mean flow. Tlfis method is not as fast as the LEE approach, but

does have many advantages to reconunend it; however, like the LEE approach, only the

effect of the largest unsteady structures will be captured. An initial calculation was

performed on a supersonic jet exhaust plume, with promising results 9, but the calculation

was hampered by the explicit time marching scheme that was employed. This explicit

scheme required a very small time step to resolve the nozzle boundary layer, wtfich

caused a long run time. Current work is focused on testing a lower-order implicit time

marching method to combat this problem.
The third method is the Large Eddy Simulation (LES). In the LES method, the

full nonlinear Navier-Stokes equations are solved for all time and space scales except the

small turbulent eddies, which are modeled (e.g., Ref. 10). The advantage of this method

is that it directly calculates the lnean flow, large scale eddies, and a large range of the
smaller eddies. However, a large number of grid points and time steps are required in



order to accuratelycapturetheflow dynamicsover sucha wide rangeof scales,wlfich
translatesto largeamountsof memorymidCPUtimerequirements.

All three of thesemethodsrequire highly accuratecomputationalschemesin
orderto reducetheamountof grid pointsandtime stepsrequiredto resolvetheunsteady
flow dynmlfics. These computationalschemesmust be used on nonuniform grids
wrappedaboutcomplexgeometries.Theboundaryconditionsfor theseschemesmustbe
accurateandhighly nonreflectivein orderto allow the smallestpossiblecomputational
domain to be used. Also, theseschemesmust behighly parallelizablein order to take
advantageof the low-cost parallel PC clusters that are replacing the high-cost
supercomputersof pastyears. In pastwork, all four of theseissueswere investigated
(Refs. 11-20), and a three-dimensional,generalizedcoordinatestructurednmltiblock
LES/VLES codewasdevelopedandtested(refs21-22).

Tlfis codeworkedwell, but had severalflaws. First, it wasnot codedin a safe,
object-orientedmmmer,so it washard for severalprogrammersto work on the code
simultaneously.Second,the parallelizationwasnot designedfor low-cost clusters;the
code was heavily synchronizedmid passedmany short messagesat every time step.
Tlfird, thetwo time steppingmethodsin the codeweredesignedfor flows with a single
time scale;whencalculatingaproblemwith awide rmlgeof time scales,thecodewould
force all grid points to marchat thetime steprequiredto resolvethesmallesttime scale
regardlessof whetherthattemporalresolutionwasneededlocally.

The benchmarkresultsfrom that codewere very good22,so it was proposedto
rewrite the code to be more maintainableand portable,more efficient in its parallel
perforlnaJlceon low-cost clusters,mid to incorporatea wider range of time stepping
lnethodsincluding single-stepexplicit, single-stepimplicit, and multiple-step explicit.
This paperdetailsthework accomplishedsofar on thiseffort in FY 2001and2002.



2) Research Conducted in FY 2001 and FY2002

Work began on the code in October 2000. Tile most important choices in the

code development process were made early on: the programming language to use, the

parallelization method to use, and the data structure of tlle code itself. The algorithms
used in the code were chosen before this work begmi, and no development of new

algoritiuns or methods was done during tiffs work.

The progranuning language used for the CAA code was Fortran 90, due to its

computational efficiency, its dynamic memory allocation, its module safety, its data

structure capabilities, and its portability between different computational platforms. For

portability between different parallel architectures, the Message Passing Interface (MPI)

was used for the code parallelization.
The code has two parts, each with its own data structure. The first part of the

code is the input grid decomposition into time stepping levels for the multiple-time-

stepping Adams-Bashforth method. In this section, the initial grid blocks are divided

into groups of blocks, each stepping at a multiple of the smallest time step used in the

calculation. Once this procedure is complete, each group of blocks are divided across the

computational nodes in the parallel computed; thus, each node has a block or group of

blocks for each time stepping level.
Since the code does not kmow beforehand how many time stepping levels or how

many blocks will result from tiffs decomposition, a series of linked list data structures are

used to facilitate adding and subtracting blocks from each level or node.
Because a linked-list data structure is computationally inefficient for the actual

flow computation section of the CAA code, another data structure is defined after the

decomposition section is complete and the block data locations are kmown. This data

structure uses fixed arrays for the block and flow data; after the data is transferred from

the lilfl<ed lists to the fixed arrays, the linked lists are deallocated until the next time a

parallel decomposition is needed.
In the second part of the code, the actual flow and noise computation is

performed. Since the previous code performed many of the same operations, a large

percentage of the previous code was reused with only slight modifications. In fact, the

flow COlnputation section of the code was running and tested as soon as March 2001.
However, the initial data decomposition structures took until November 2001 to be

completed to a point that the code could be initially tested.

Work was also performed to improve the interface conununication between

interior grid blocks. As opposed to the previous code, the input required from the user to
define interior block interfaces is much less, with a large mnount of error-checking in the

code to identify incorrect user inputs. Also, the code allows arbitrary translations and

rotations between the receiving and sending blocks; tlfis will allow reduced grids to be

used for an interior cascade or fan simulation.

During the development process, a requirement for the code was to allow new

bomldary conditions to be implemented easily for testing. To accomplish tiffs, the

boundary condition routines are completely modular mid contained within the block data

structure. Tlfis allows new boundary conditions to be added in the block data module

and automatically propagate throughout the code data structure. The boundary

conditions that are currently implemented and being tested in the code are the acoustic
radiation inflow condition and Tmn and Webb outflow condition (both implemented by



Dr. S. Sawyer)aswell asthe Gilesinflow andoutflow conditions(both implementedby
Dr. M. Nallasamy).

Theboundaryconditionsthatareimplementedin thecurrentcodearemuchmore
generalthan thesamebomldaryconditionin theold code. For example,in theold code
the acousticradiationboundaryconditionrequiredthemeanflow to be alignedwith the
x-axis, at times requiring the grid to be rotatedto correctly orient the flow. In the
current code, the meanflows for the acousticradiation boundarycondition,Tam and
Webboutflow condition,andtheGiles inflow andoutflow bomldaryconditionsallow the
meanflow to be in anydirection.

The wall boundaryconditionhasbeeninvestigatedby Dr. R. Dysonin anattempt
to increasethe accuracyof the inviscid wall boundarycondition.23 Initially, theHixon
bom_darycondition usedin the old codewas implementedTM, with slight modification to

make it independent of the time marclfing method used. When applied to the validation

benchmark cases that the old code had previously been used to calculate, the performance

and accuracy of the wall boundary condition, wtfich used a correction to the normal

derivative of the pressure, was good. However, when applied to the lnore heavily loaded

2-D cascade bencl_nark problem (Ref. 24), the wall boundary condition began to show

some shortcomings. In tlffs case, a vortical and entropy boundary layer developed,

showing that the wall condition was not correct. To attempt to improve this condition,

Dr. R. Dyson formulated a 1-D characteristic boundary condition that corrected the

normal derivative of the velocity norlnal to the wall in addition to the normal derivative

of the pressure. In this way, the normal derivative correction at the wall corresponds to

an incoming acoustic wave. Tlffs condition improved the performance of the wall

boundary condition, and work continues on deriving and implementing higher-order

wall boundary conditions.
Once the code was rumfing for complex 2D geometries, the code needed to be

parallelized. The code was written to minimize the number of messages between

processors, as well as to allow an automatic parallelization method to be implemented.

The initial parallelization was completed, with good results on both multi-processor
SGI's and a low-cost Intel Pentium 4 cluster. 2s Work is continuing to completely debug

the parallel message passing in the code and to add the automatic parallelization routine.

The 2D benchmark problem of Ref. 24 has opened new areas of research needed
for a CAA code to be used for more realistic problems of this type. The results of the

code for the metal flow through the blade row are promising, with the wall boundary

condition issues discussed above.

Another interesting result is the effect that the initial transient produced by the

blade row has on the mean flow specification. The transient is caused by the effect of the

solid blade on the initial flow condition; the blade turns the flow and causes an acoustic

wave to exit the inflow boundary. Tiffs wave turns the incoming flow, which changes the

problem specification. Wlffle the initial condition can be adjusted to recover the

specified mean flow, tlfis requires an iterative method to determine a usable initial
condition. Current research is directed towards developing boundary conditions that will

be applied only to the mean flow, using the nonreflective boundary conditions on the

unsteady flow.
To sum up, the code, which is 75,000 lines at last count, is designed to be a

portable, maintainable, generally applicable tfigh-accuracy unsteady code for 2D and 3D

compressible nonlinear flows with complex geometries. The first results are begimfing

to be obtained, and appear very promising. Most of the data structures and some coding



alreadyexists for automaticparallelization,multiple-time-stepping Adams-Bashforth
time marching,grid motion andgrid adaption,viscosity,and severalturbulencemodels.
Thiscodeis a solid foundationfor futurework.



3) Conclusions and Proposed Future Directions

In conclusion, several lessons have been learned in the work conducted in FY

2001-2002. First, and most important, the algorithm used in the code is capable of

producing high-quality results for complex, nonlinear flows on curvilinear grids with

grid singularities. Second, the object-oriented progrmnming style used in this work

allows multiple progralmners to work on the code simultaneously with ease, as well as

allowing new boundary conditions, spatial derivative methods, and time marching

methods to be implemented in the existing frmnework of the code. Third, the use of
standard Fortran 90 and MPI allows full portability across many computational

platforms. The work so far has provided a strong foundation for a tfigh-accuracy CAA
code that can be maintained and expanded well into the future.

In the future, it is proposed to continue tiffs work, focusing on these areas:

1) Continue work on the automatic parallelization and load balancing in the code.

2) Finish implementation of the single-time-stepping Admns-Bashforth method in

preparation for the multiple-time-stepping Adams-Bashforth method to be

used.

3) hnplelnent mean-flow boundary conditions to improve the code's applicability

to fan noise problems.

4) Extend the code to tiu'ee dimensions and validate for a stator blade geometry.

The exceptional progress made so far and the general applicability built into tiffs

code illustrate the strength of the foundations of tiffs work. In the near future, codes such

as tiffs one tutoring on large distributed computers will be able to directly predict the flow

and noise from jet fan and exhaust configurations.
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